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Abstract 

Support vector machine is a state-of-the-art learning machine that is used in areas, such as pattern 
recognition, computer vision, data mining and bioinformatics. SVMs were originally developed for solving 
binary classification problems, but binary SVMs have also been extended to solve the problem of multi-class 
pattern classification. There are different techniques employed by SVMs to tackle multi-class problems, 
namely oneversus-one (OVO), one-versus-all (OVA), and directed acyclic graph (DAG). When dealing with 
multi-class classification, one needs an appropriate technique to effectively extend these binary classification 
methods for multi-class classification. We address this issue by extending a novel architecture that we refer to 
as unbalanced decision tree (UDT). UDT is a binary decision tree arranged in a top-down manner, using the 
optimal margin classifier at each split to relieve the excessive time in classifying the test data when compared 
with the DAG-SVMs. The initial version of the UDT required a longer training time in finding the optimal model 
for each decision node of the tree. In this work, we have drastically reduced the excessive training time by 
finding the order of classifiers based on their performances during the selection of the root node and fix this 
order to form the hierarchy of the decision tree. UDT involves fewer classifiers than OVO, OVA and DAG-SVMs, 
while maintaining accuracy comparable to those standard techniques.  
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